										July 24, 2012
To the Prospective DREAM User for SWAT in R:
This directory of examples follows the instructions in the article by Joseph and Guillaume (2012) to show how to apply DREAM for the SWAT model of a synthetic version of subbasin I of the Little River Experimental Watershed (LREWswI) in Georgia, USA.  (See REFERENCES below.) . 
The following steps have already been prepared:
1. The SWAT Project was created, including the folder “TxtInOut”. It has been backed up to the “Backup” folder within it.
2. The top directory (“LREWswI_synthetic”) contains the time series of observed values Qo.txt 
3. The folder “TxtInOut” contains swat2009.exe
4. The folder “TxtInOut” contains “SWAT_Edit.exe” and “Absolute_SWAT_Values.txt”
In order to run the examples provided, the following steps must be followed:
· We assume that the user has installed R, http://cran.r-project.org/
· Install the SNOW package: 
install.packages("snow")
· Install the DREAM package. 
install.packages("dream", repos="http://R-Forge.R-project.org") 
If this command fails either upgrade to the latest version of R, or download and install the package manually from http://r-forge.r-project.org/R/?group_id=545
5. The script “Generate_folders_&_batch_files.R” (Appendix A in Joseph & Guillaume 2012) needs to be edited to specify where the “LREWswI_synthetic” folder is located. Edit the parts of the file as shaded below:
C: 
cd "C:\\Users\\John\\Documents\\LREWswI_synthetic\\!FOLDER_NAME!"

Then run the script. Within R, use:
source("Generate_folders_&_batch_files.R")
This may take some time, as it will copy the “TxtInOut” folder to create new folders within which SWAT can be run.
6. Run one of the three R scripts provided as examples.
a) DREAM_Laplace.R – This script is identical to that of Appendix B of Joseph and Guillaume (2012), except that the directory is “LREWswI_synthetic” rather than “SWAT_DREAM_LREW”.
b) DREAM_Gaussian.R – Very similar to “DREAM_Laplace.R” except that the likelihood function is based on the Gaussian distribution rather than the Laplace distribution.  The Rubin-Gelman statistic is introduced as an option for the stopping criteria to expose the user to the notion of adjusting DREAM algorithm settings.   Also, a few print options are presented at the end of the script.
c) DREAM_Gaussian_lambda2.R – Very similar to “DREAM_Gaussian.R”.  The main difference is the use of a Box-Cox transformation parameter.
To test the scripts, the user may wish to begin with “DREAM_Laplace.R”, but with ndraw equal to some relatively small multiple of 8, such as 400.  This will allow for relatively rapid initial testing of the algorithm on the user’s computer.
Ideally, a machine with 8 or more threads should be used for execution of the scripts.  This will allow for one thread for each of the 8 MCMC chains, with one MCMC chain for each of the SWAT parameters shown in the script.  Most likely, inefficiencies will result from attempting to specify more MCMC chains than there are threads.  If the number of threads available is less than the number of parameters, then the number of chains is better set equal to the number of threads rather than the number of parameters.  The “DREAM_Gaussian_lambda2.R” script is an example where the number of parameters (9) exceeds the number of chains (8).  The important thing is to not let the number of parameters to be large compared to the number of chains.  In such a case the mixing of values among the chains may become inadequate.  See Vrugt et al. (2009) for a description of how the DREAM algorithm works.  
Most SWAT users are comfortable with the notion of aggregate parameters, as shown by symbols such as “r__CN2.mgt” in “DREAM_Laplace.R” and the other two scripts above.  Users who are unfamiliar with these symbols may refer Yang et al. (2007) and Abbaspour (2008).
These examples will help the user prepare for applying DREAM to the user’s own actual basin of concern.  This may lead the user to experiment in searching for an appropriate likelihood function.  Reviewing the work of Yang et al. (2007) and Joseph (2011) may aid in shaping the likelihood function.  

Examples of applying DREAM to the actual LREWswI are available from J. Joseph at john.joseph@utsa.edu.
Obtaining a solid theoretical understanding of the Bayesian MCMC framework may be time-consuming to those unfamiliar with Bayesian statistics, likelihood functions, and Monte Carlo simulations.  Introductory texts followed by works such as  Metropolis et al (1953),  Hastings (1970), and Yang et al. (2007) may be helpful. 
We hope all goes well!
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